




The generalized binomial coefficients of some class of function f are defined as(
n
m

)
f

=

∏n
i=1 f(i)∏n−m

i=1 f(i)
∏m

i=1 f(i)
.

The carry sequence of a + b in base p is denoted as εp,a,bi and equals 1 if there is a carry in

the ith position and 0 if there is not a carry in the ith position.

The foundation of this paper is the following corollary contained in Michael Spivey and

Tom Edgar’s paper Multiplicative functions, generalized binomial coefficients, and generalized

Catalan numbers [1].

Corollary 8. Let n and m be nonnegative integers. Then
(
n
m

)
f

is an integer for all multi-

plicative functions f : N 7→ N if and only if for all p ≤ n there exists an sp ≥ 0 such that

εp,n−m,mi = 1 for all i < sp and εp,n−m,mi = 0 for all i ≥ sp.

In other words, this corollary states that
(
n
m

)
f

is integral for all multiplicative functions if

and only if the carry sequence of n−m plus m is of one of the three following forms: 00..00,

00..0011..11, or 11..11. Also, to keep things concise, εpi = εp,n−m,mi .

This corollary can be visualized as the following triangle which functions like Pascal’s

triangle; the dot in the nth row and mth column represents
(
n
m

)
f
. A black dot means that(

n
m

)
f

is integral whereas a white dot means that it is not integral.

Figure 1: Triangular Representation of Corollary 8

This paper shows the results of trying to discover as much as possible about Corollary 8.
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1 Columns

Professor Spivey and Professor Edgar already proved when
(
n
m

)
f

is integral for m = 0, 1, 2

in the 9th corollary of their paper.

Corollary 9. Let f be a multiplicative function and n be a nonnegative integer. Then

(i)
(
n
0

)
f

and
(
n
1

)
f

are always integers.

(ii)
(
n
2

)
f

is an integer if and only if n ≡ 2 (mod 4) or n ≡ 3 (mod 4).

Observing
(
n
3

)
f
, a pattern arose where there are alternating numbers of integral/nonintegral

values in a row. For example, as n increments, there would be two integral values in a row,

then one nonintegral value, then 3 integral values, and so on until these numbers begin to

repeat again.

Lemma 1. Let f be a multiplicative function and n be a nonnegative integer. Then
(
n
3

)
f

is

an integer based on this sequence: 2133113531133123, where the first ”2” means that the first

two values of n are integral values, followed by 1 non-integral value, followed by 3 integral

values, followed by 3 non-integral values, and so on. The sequence then repeats infinitely

many times.

Proof. In order to apply Corollary 8, we only need to check bases 2 and 3. (3)p for p > 3 will

only have a value in the 0th position which means for i ≥ 1, εp,n−3,3i = 1 only if εp,n−3,3i−1 = 1.

Therefore, there always exists an sp ≥ 0 such that εpi = 1 for all i < sp and εpi = 0 for all

i ≥ sp for all p > 3. So to determine which values of
(
n
3

)
f
, only checking p = 2 and p = 3 is

sufficient.

First consider p = 2. (3)2 = 112. Because (3)2 is two digits long, we need only consider

the 0th and 1st position of (n−3)2 to determine the carries. The first four values of (n−3)2

are 002, 012, 102, 112. These values then repeat for the 0th and 1st position of (n− 3)2 as we

increment by 4. Out of these four values only one that does not have an sp ≥ 0 such that

ε2,n−3,3i = 1 for all i < sp and ε2,n−3,3i = 0 for all i ≥ sp is 102. In other words, for n = (3 + q)

where q ≡ 2 (mod 4),
(
n
3

)
f

is not an integer.

Next consider p = 3. (3)3 = 103. Once again, we only need to consider the 0th and

1st position of (n − 3)3. This time there are now nine possible values that occur in this

order: 003, 013, 023, 103, 113, 123, 203, 213, and 223. By corollary 8,
(
n
3

)
f

is not an integer

when n = (3 + q) where q ≡ {6, 7, 8} (mod 9), or when the 1st two digits of (n − 3)3 are

20, 21, or 22.

The values of n that do not result in an integral value for
(
n
3

)
f

have been shown. This

means that the rest of the values of n satisfy corollary 8 for all p and therefore return
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an integral value for
(
n
3

)
f
. If written out carefully, you will end up with the sequence

2133113531133123. Also notice that the lowest common multiple of 4 and 9 is 36, which is

the sum of every number in this sequence.

From this proof, I noticed a general method of determining when the pattern cycles

that consisted of only looking at the number of digits corresponding with the smaller value

between n−m and m.

Lemma 2. Let dp(k) be the number of digits contained in the base p representation of k. In

order to determine if εpi satisfies the conditions of Corollary 8, it is sufficient to only check

the values of εpi where i < dp(n) or i < dp(m).

Proof. If dp(n) ≥ dp(m), then checking εpi for i < dp(n) is the same as checking the entire

carry sequence. If dp(n) < dp(m), then for i ≥ dp(n), the ith position of (n)p is 0. Therefore,

εpi = 1 only if εpi−1 = 1, or in other words, there is a carry in a certain position only if it was

caused by a carry in the previous position. If we continue to look at i ≥ dp(n), this results

in a sequence of 0’s and 1’s that always satisfies the conditions of Corollary 8 and therefore

does not tell us anything about whether or not the entirety of the carry sequence will satisfy

the conditions of Corollary 8. As a result, it is sufficient to only check the values of εpi where

i < dp(n). Also, because addition is commutative, it does not matter whether or not we

check i < dp(n) or i < dp(m).

Theorem 1. For
(
n
k

)
f
, where f is a multiplicative function and k is constant, let xk = 1 if(

n
k

)
f

is integral and xk = 0 if
(
n
k

)
f

is not integral. Then the sequence {xk} contains a pattern

of 1’s and 0’s that cycles after
∏
p≤k

pdp(k), where dp(k) is the number of digits contained in the

base p representation of k.

Proof. In order to apply corollary 8, we have to check εp,n−k,ki for all p ≤ n. For values of

p > k, dp(k) = 1 and εpi = 1 only if εpi−1 = 1 therefore the carry sequence always satisfies

the condition in corollary 8. So it suffices to only check values of p ≤ k. For values of p

where dp(k) > 1, we know that it is sufficient to only check εp,n−k,ki for i < dp(k) because of

lemma 2.

Let {yj(x, p)}
∣∣∞
j=0

be the sequence such that yj(x, p) is the first x digits of the inte-

ger j in base p. For example, if p = 3 and x = 2, then the corresponding sequence is

{00, 01, 02, 10, 11, 12, 20, 21, 22, 00...}. This sequence has the property yj(x, p) = yj+px(x, p).

Now consider the sequences {yn−k(dp(k), p)}
∣∣∞
n=k

for all p ≤ k. Based on the previous prop-

erty, each value of n will give us a congruence relation: n− k ≡ yn−k(dp(k), p) (mod pdp(k)).

Combining all congruences from each sequence for some n and each p ≤ k gives us a set of
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congruences:

n− k ≡ yn−k(dp1(k), p1) (mod p
dp1 (k)
1 )

n− k ≡ yn−k(dp2(k), p2) (mod p
dp2 (k)
2 )

...

n− k ≡ yn−k(dpa(k), pa) (mod pdpa (k)a )

where {p1, p2, ..., pa} is the set of all primes p ≤ k. As n increases, you obtain similar sets of

congruences.

Given one of these sets of congruences,
(
n
k

)
f

is integral if and only if all values to the

right of the equivalent symbol satisfy the condition in Corollary 8. Interpretting integrality

as boolean values, we can create a sequence {xk} where xk = 1 if
(
n
k

)
f

is integral and xk = 0

if
(
n
k

)
f

is not integral. The Chinese Remainder Theorem states that each of the “good”

sets of congruences have a unique solution mod
a∏
i=1

p
dp1 (k)

i =
∏
p≤k

pdp(k) [2]. Therefore, these

“good” sets of congruences repeat every
∏
p≤k

pdp(k) values of n.

It is unknown whether the cycle given by this theorem is the shortest possible cycle.

To demonstrate this theorem, consider
(
n
7

)
f
. The base p representations are 7 = 1112 =

213 = 125 = 107, so d2(7) = 3, d3(7) = 2, d5(7) = 2, and d7(7) = 2. The pattern in
(
n
7

)
f

then

cycles every
∏
p≤7

pdp(7) = 23 ∗ 32 ∗ 52 ∗ 72 = 88200 iterations of n.

2 Central Binomial Coefficients

The central binomial coefficients are defined as
(
2n
n

)
f

for n ≥ 0, or equivalently, the points

in the direct center of the binomial coefficient triangle. In order to apply Corollary 8, the

carry sequence of n added to itself, εp,n,ni , must be checked. If p = 2, then the ith position

of n has to be 1 in order for a carry to occur. This means that the base 2 representation of

n must consist of all 1’s in order to satisfy Corollary 8’s condiiton.

Lemma 3. For an integer n, there exists some sp ≥ 0 such that ε2,n,ni = 1 for all i < sp and

e2,n,ni = 0 for all i ≥ sp if and only if n = 2x − 1 for some x ≥ 0.

Proof. When adding a number n to itself in base 2, a carry occurs at some position i if and

only if ni = 1. This also means that if ni = 0, there will be no carry at position i. Therefore,

the only way for there to exist an sp such that ε2,n,ni = 1 for all i < sp and e2,n,ni = 0 for all

i ≥ sp is for the number to consist of all 1’s or 0’s. But of course, a number consisting of all
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0’s is simply 0 which is trivial. So a number in base 2 must either be 0 or consist of all 1’s

to satisfy this condition, and in base 10, this is equivalent to 2x − 1 for x ≥ 0.

Lemma 3 restricted the values of n to the form 2x − 1. Looking at the base three

representation of this form, it was observed to never have a 2 in the 0th position.

Lemma 4. For n = 2x − 1, n mod 3 is either 0 or 1.

Proof. When x = 1, 2x − 1 ≡ 1 (mod 3). Whenever 2x − 1 ≡ 1 (mod 3),

2x+1 − 1 ≡ 2x+1 + (−2 + 2)− 1 (mod 3)

≡ (2x+1 − 2) + 2− 1 (mod 3)

≡ 2(2x − 1) + 1 (mod 3), 2x − 1 ≡ 1 (mod 3)

≡ 3 (mod 3)

≡ 0 (mod 3).

Now suppose 2x − 1 ≡ 0 (mod 3),

2x+1 − 1 ≡ 2x+1 + (−2 + 2)− 1 (mod 3)

≡ (2x+1 − 2) + 2− 1 (mod 3)

≡ 2(2x − 1) + 1 (mod 3), 2x − 1 ≡ 0 (mod 3)

≡ 1 (mod 3).

Therefore, 2x − 1 (mod 3) always results in a 0 or 1.

Lemma 4 tells us that the carry sequence must consist of the form 00..00 in order to

satisfy Corollary 8’s condiiton for p = 3. Therefore, it is sufficient to know if the base 3

representation of 2x − 1 has a 2 in it since ε3,n,ni = 1 only if the ith position of n equals

2. This problem, however, is shown to be an incredibly difficult problem to solve by an

unanswered conjecture by Erdos and Graham which states that the ternary representation

of 2x has at least one 2 for x > 8 [3]. Lemma 4 shows that the ternary representation of

2x − 1 has either a 0 or 1 in the 0th position, which means that the ternary representation

of 2x has either a 1 or 2 in the 0th position. Since the ternary representations of 2x − 1 and

2x only differ in the 0th position, then if we could show that the ternary representation of

2x−1 contains at least one 2 for x > 8 it would imply the Erdos and Graham conjecture. So

rather than solving a problem that is even more difficult than one that has been unsolved by

great mathematicians, iterating through the first 1,000,000 values of x seemed reasonable.
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Theorem 2. For n ≤ 21,000,000 − 1, the central binomial coefficients
(
2n
n

)
f
, n ∈ Z+, are

integral for all multiplicative functions f only for n = 0, 1, 3.

Proof. By Corollary 9, we know that for n = 0, 1,
(
2n
n

)
is integral.

By lemma 3, we know that if n 6= 2x− 1 for x ∈ Z+, then
(
2n
n

)
is not integral. So now let

n = 2x − 1 for x ∈ Z+, which satisfies Corollary 8 for p = 2.

Let us denote ni to be the value of the digit at the ith position of n in base 3. Only

when ni = 2 does ε3,n,ni = 1 and by lemma 4, we know that n0 is never 2. This means that

if ni = 2 for i > 0, then Corollary 8 is not satisfied and
(
2n
n

)
f

is not integral. After iterating

through 1,000,000 values of x, the only values of x in which Corollary 8 is satisfied for p = 3

are x = 0, 1, 2, 5, 8. The corresponding values of n are 0, 1, 3, 31, and 255. We’ve already

shown that
(
2n
n

)
f

for n = 0, 1.

For n = 3, we have already checked bases 2 and 3 so we need only check base 5. Let εp,a,b

be the entire carry sequence of a+ b in base p. So ε5,3,3 = 1 and therefore satisfies Corollary

8’s condition. Therefore,
(
6
3

)
f

is integral by Corollary 8.

For n = 31 = 437, ε
7,31,31 = 10 and does not satisfy Corollary 8’s condition. Similarly,

for n = 255 = 5137, ε
7,255,255 = 100 and does not satisfy Corollary 8’s condition. Therefore,

by Corollary 8,
(
2n
n

)
f

is not integral for n = 31 or 255.

A probabilistic argument can also be made that for n > 21,000,000 in base 3, n would have

more than 630930 digits so the chance of the existence of a 2 somewhere in n is extremely

high. Assuming there at each position there is an equal probability for a 0, 1, or 2 to occur

and that these probabilities are consistent through all positions, the probability that there

is at least one 2 is approximately 100%. Of course this is not an exact proof but shows that

theorem 2 more than likely applies to all n ∈ N.

In an effort to generalize the central binomial coefficients to
(
xn
n

)
f

where x ∈ N, a gener-

alization for
(
pn
n

)
f
, where p is prime, was found instead.

Theorem 3. The generalized binomial coefficients
(
pn
n

)
f

where p is prime, n ∈ N0 (natural

numbers including 0), and f is a multiplicative function are not integral when n is a multiple

of p.

Proof. In order to apply Corollary 8, we need to look at the carry sequence εp,pn−n,ni =

ε
p,(p−1)n,n
i . The base p representation of pxj for j ∈ N0 and x ∈ N, or multiples of powers of

p, will always have a 0 in the 0th position. Therefore, if there is a carry in position i > 0,

then
(
pn
n

)
f

is not integral if n = pxj.

We can use the formula
⌊ a
bc

⌋
mod b to determine the cth digit of a number a in base

b. Let x be the first digit of n = pxj in base p to have a nonzero value. Using the above

formula, the value of the xth digit of n in base p is
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⌊
pxj

px

⌋
mod p = j mod p

Similarly, the value in the xth position of (p− 1)n = (p− 1)pxj in base p is

⌊
(p− 1)pxj

px

⌋
mod p = (pj − j) mod p

= pj mod p− j mod p

= −j mod p

Adding the xth position of n and (p − 1)n in base p then yields the result px−1j mod p −
px−1j mod p = 0 mod p. And since the xth position is a nonzero value, j mod p is also

nonzero. This means that there is always a carry in the xth position. Therefore, by Corollary

8,
(
pn
n

)
f

is not integral when n is a multiple of p.

3 Multiplicative Functions That Are Not Divisible

The main theorem of Michael Spivey and Tom Edgar’s paper is defined as follows:

ES Theorem 1. Let f : N 7→ N be a multiplicative function. Then(
n

m

)
f

=
∏
p

(∏
i≥1

f(pi)ε
p
i−1−ε

p
i

)

=
∏
p

(∏
i≥0

(
f(pi+1)

f(pi)

)εpi)
.

Using this theorem, Michael Spivey and Tom Edgar proved that multiplicative functions

that are divisible always have integral generalized binomial coefficients.

ES Theorem 2. Let f : N 7→ N be a multiplicative function. Then f satisfies f(pr)|f(pr+1)

for all primes p and nonnegative integers r iff f is divisble.

Non-divisible multiplicative functions f , however, are not always integral for any
(
n
m

)
f

but

have very interesting patterns.

3.1 Ruler Function

The Ruler Function r(n) is a multiplicative, nondivisible function defined as the largest

power of 2 that divides 2n (OEIS A001511 [4]). For example, r(4) = 3 because the largest

power of 2 that divides 8 is 23. The multiplicative definition of the Ruler Function is
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r(pe) =

e+ 1, p = 2

1, p > 2

The same kind of triangular representation used for Corollary 8 can be used for specific

functions. The Ruler Function’s triangular representation is shown in the following figure.

Figure 2: Triangular Representation of the Ruler Function

If we restrict the carry sequence εpi to the form that satisfies Corollary 8, or εpi = 1 for

all 0 ≤ i ≤ k and εpi = 0 for i > k, using ES Theorem 1 we obtain

(
n

m

)
f

=
∏
p

(∏
i≥0

(
r(pi+1)

r(pi)

)εpi)

=
∏
i≥0

(
i+ 2

i+ 1

)εpi ∏
p>2

(∏
i≥0

(
1

1

)εpi)
=

2

1
· 3

2
· ... · k + 2

k + 1

= k + 2,
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which further demonstrates that the Ruler Function is integral whenever Corollary 8’s con-

dition is satisfied.

Showing when the Ruler Function is even and when it is odd will be useful for proving

when
(
n
m

)
r

is integral because of the nature of the generalized binomial coefficients formula.

Theorem 4. The Ruler Function r(n) is even when n is of the form 22j+1(1 + 2i) and odd

when n is of the form 4j(1 + 2i) for j ≥ 0 and i ≥ 0. Also, {22j+1(1 + 2i)|j ≥ 0, i ≥
0} ∪ {4j(1 + 2i)|j ≥ 0, i ≥ 0} = N.

Proof. Consider the form 2x + 2x+1i for x ≥ 0 and i ≥ 0. This form is the powers of 2

multiplied by every odd number,

2x + 2x+1i = 2x(1 + 2i),

which represents every natural number according to the Fundamental Theorem of Arith-

metic. Therefore, {2x + 2x+1i|x ≥ 0, i ≥ 0} = N.

We can split this form into two disjoint sets: 2x + 2x+1i with even x and 2x + 2x+1i with

odd x denoted as A and B respectively. Firstly, consider r(n) where n ∈ A: 2n = 2x+1+2x+2i

and the largest power of 2 that divides 2n is 2x+1. So r(a) = x + 1. But since x is even in

this set, x+ 1 must be odd. Therefore, r(n) is odd for n ∈ A. Another way to write A is

2x + 2x+1i = 22j + 22j+1i , even x = 2j for j ≥ 0

= 4j + 4j · 2i

= 4j(1 + 2i)

Now consider r(n) where n ∈ B. The same exact math occurs but since x is odd in this

set, x+ 1 must be even. Therefore, r(n) is even for n ∈ B. Another way to write B is

2x + 2x+1i = 22j+1 + 22j+2i , odd x = 2j + 1 for j ≥ 0

= 22j+1(1 + 2i).

We know that the first two columns of the Ruler Function are integral because of Corollary

9. Using theorem 4, we can prove generalizations about the next couple columns of the Ruler

Function.

Theorem 5. Let r be the Ruler Function. The generalized binomial coefficients
(
n
2

)
r

and(
n+1
2

)
r

is integral if and only if n is of the form 22j+1(1 + 2i) for j ≥ 0 and i ≥ 0.
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Proof. Plugging the Ruler Function into the Generalized Binomial Coefficient formula, we

obtain (
n

2

)
r

=

∏n
i=1 r(i)∏2

i=1 r(i)
∏n−2

i=1 r(i)

=
r(n)r(n− 1)

r(1)r(2)

=
r(n)r(n− 1)

2
.

This means that
(
n
2

)
r

is integral when r(n)r(n − 1) is even. For odd values of n, r(n) = 1,

which means one of the terms r(n) or r(n − 1) will equal 1 in any given case. Therefore,

finding a value of n where r(n) is even means that
(
n
2

)
r

and
(
n+1
2

)
r

are integral. The result

then follows from theorem 4.

Theorem 6. The third column of the generalized binomial coefficients of the Ruler Function,(
n
3

)
r
, are not integral when n is of the form 4j(1 + 2i) + 1 for j ≥ 1 and i ≥ 0.

Proof. Reducing
(
n
3

)
r
, we obtain(

n

3

)
r

=

∏n
i=1 r(i)∏3

i=1 r(i)
∏n−3

i=1 r(i)

=
r(n)r(n− 1)r(n− 2)

r(1)r(2)r(3)

=
r(n)r(n− 1)r(n− 2)

2
.

Therefore,
(
n
3

)
r

is not integral when r(n)r(n − 1)r(n − 2) is odd, which will only be odd if

each of the three terms are odd. By theorem 4, we know that r(n) is odd when n is of the

form 4j(1 + 2i) for j ≥ 0 and i ≥ 0, so we simply need to find when this form has three

consecutive integers. When j = 0, we have all the odd numbers. This means that if we find

when 4j(1 + 2i) is even, we have found three consecutive integers within this form. In other

words, if n is odd, r(n) = r(n − 2) = 1 so we need only find when n − 1 is even and of the

form 4j(1 + 2i). This is simply when j ≥ 1. So when n− 1 is of the form 4j(1 + 2i) for j ≥ 1

and i ≥ 0, then
(
n
3

)
r

is integral.

The following theorem generalizes the pairs of integral rows that can be observed in the

triangular representation.

Theorem 7. The generalized binomial coefficients of the Ruler Function
(
n
m

)
r

are integral

when n = 2k − 1 and n = 2k − 2 for k > 0.
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Proof. When n = 2k − 1 for k > 0,(
n

m

)
r

=

∏n
i=1 r(i)∏n−m

i=1 r(i)
∏m

i=1 r(i)

=
r(2k − 1)r(2k − 2)...r(2k −m)

r(m)r(m− 1)...r(2)r(1)
.

Notice that r(2k −m) = r(m) when 0 ≤ m ≤ 2k − 1 because the highest power of 2 that

divides 2k+1 − 2m will be the power of 2 that divides 2m. Therefore, every term in the

numerator has a corresponding term in the denominator that cancels it. So,
(
n
m

)
r

= 1 when

n = 2k − 1.

When n = 2k − 2 for k > 0,(
n

m

)
r

=
r(2k − 2)r(2k − 3)...r(2k −m)r(2k −m− 1)

r(m)r(m− 1)...r(2)r(1)
.

Compared with the n = 2k − 1 case, the difference here is that the terms r(2k − m − 1)

and r(1) do not have a corresponding term to cancel with since there is no r(m + 1) term

in the denominator and no r(2k − 1) term in the numerator. However, this leaves us with(
n
m

)
r

=
r(2k −m− 1)

r(1)
= r(2k −m− 1), so

(
n
m

)
r

is also always integral for n = 2k − 2.

3.2 Divisor Function

The Divisor Function τ(n) is the number of divisors of n including itself (OEIS A000005 [5])

and has the following properties:

1. Multiplicative with τ(pe) = e+ 1

2. τ(n) is odd if and only if n is a perfect square

3. τ(p) = 2 for prime p.

The corresponding triangular representation of τ is shown in fig. 3.

Considering again if εpi = 1 for all 0 ≤ i ≤ k and εpi = 0 for i > k, using ES Theorem 1

we obtain(
n

m

)
f

=
∏
p

(∏
i≥0

(
i+ 2

i+ 1

)εip)
=
∏
p

(
2

1
· 3

2
· 4

3
· ... · k + 2

k + 1

)
=
∏
p

(k + 2).

Notice that this result is that exact same as the Ruler Function but over all primes.
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Figure 3: Triangular Representation of the Divisor Function

Theorem 8. Let τ be the Divisor Function. The first four columns of the generalized bino-

mial coefficients of τ ,
(
n
k

)
τ

for 0 ≤ k ≤ 3, are entirely integral.

Proof. We know
(
n
0

)
τ

and
(
n
1

)
τ

are integral because of Corollary 9.

The second column is can be reduced to(
n

2

)
τ

=

∏n
i=1 τ(i)∏2

i=1 τ(i)
∏n−2

i=1 τ(i)

=
τ(n)τ(n− 1)

τ(1)τ(2)

=
τ(n)τ(n− 1)

2
.

This means that if τ(n)τ(n − 1) is odd, then
(
n
2

)
τ

is not integral. We know that τ(n) is

odd if and only if n is a perfect square. Therefore, τ(n)τ(n− 1) is odd if and only if n and

n − 1 are both perfect squares. But it impossible for two perfect squares to be consecutive

so τ(n)τ(n− 1) is always even and
(
n
2

)
τ

is integral for all n.
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The third column can be similarly reduced to(
n

3

)
τ

=

∏n
i=1 τ(i)∏3

i=1 τ(i)
∏n−3

i=1 τ(i)

=
τ(n)τ(n− 1)τ(n− 2)

τ(1)τ(2)τ(3)

=
τ(n)τ(n− 1)τ(n− 2)

4
.

Once again, we know that τ(n) is odd if and only if n is a perfect square. The smallest

difference between two perfect squares is the difference between the two smallest perfect

squares 1 and 4, which is a difference of 3. Therefore, τ(n)τ(n− 1)τ(n− 2) always contains

at least two even terms and is always a multiple of 4. So
(
n
3

)
τ

is always integral.

We can also look at the Sum of Divisors Function (OEIS A000203 [6]) which is defined

as σ(n) =
∑
d|n
d and has the following properties:

1. Multiplicative with σ(pe) = pe+1−1
p−1

2. σ(n) is odd if and only if n is a square or twice a square.

If εpi = 1 for 0 ≤ i ≤ k and εpi = 0 for i ≥ k,

(
n

m

)
σ

=
∏
p

(∏
i≥0

(
σ(pi+1)

σ(pi)

)εpi)

=
∏
p

(∏
i≥0

(
pi+2 − 1

pi+1 − 1

)εpi)
=
∏
p

(
p2 − 1

p− 1
· p

3 − 1

p2 − 1
· ... · p

k+2 − 1

pk+1 − 1

)
=
∏
p

(
pk+2 − 1

p− 1

)
.

This final value also must be integral because we know
(
n
m

)
σ

is integral whenever Corollary

8’s condition is satisfied.

This function, like the functions that will follow, turns out to be difficult to work with.

For example, determining when σ(n)σ(n − 1) is a multiple of 3 is required for determining

when
(
n
m

)
σ

is integral. The triangular representation of σ, shown in fig. 4, turns out to be

really interesting though, namely the parabola of black dots. Determining why this parabola

is formed would be an interesting project for the future.
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Figure 4: Triangular Representation of the Sum of Divisors Function

3.3 Products of Exponents of the Prime Factorization of n

This function (OEIS A005361 [7]), which we will denote as ρ, is described in its name. As an

example, ρ(3600) = 16 because the prime factorization of 3600 is 24 · 32 · 52 and 4 · 2 · 2 = 16.

The multiplicative definition is ρ(pe) = e.

Once again, if εpi = 1 for all 0 ≤ i ≤ k and εpi = 0 for i > k, using ES Theorem 1 we

obtain

(
n

m

)
ρ

=
∏
p

(∏
i>0

(
i+ 1

i

)εpi)(ρ(p1)

ρ(p0)

)
=
∏
p

(
2

1
· 3

2
· ... · k + 1

k
)(

1

1

)
=
∏
p

(k + 1).

As can be seen in fig. 5, the first few columns of
(
n
m

)
ρ

are entirely integral. This is in fact

incredibly easy to show.

Theorem 9. The first four columns of the generalized binomial coefficients of the product of

exponents of prime factorization of n function,
(
n
k

)
pepf

for 0 ≤ k ≤ 3, are entirely integral.
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Figure 5: Triangular Representation of ρ

Proof. Corollary 9 covers
(
n
0

)
ρ

and
(
n
1

)
ρ
. The denominators of

(
n
2

)
ρ

and
(
n
3

)
ρ

are ρ(1)ρ(2) = 1

and ρ(1)ρ(2)ρ(3) = 1 respectively. Therefore, the third and fourth columns of
(
n
m

)
ρ

are

entirely integral.

3.4 Number of Squares mod n

The Number of Squares mod n function (OEIS A000224 [8]), or the number of quadratic

residues mod n, counts the number of unique values in the set {x2 mod n|0 ≤ x ≤ n}. Let

us denote this function as q. As an example, q(10) = 6 because {x2 mod n|0 ≤ x ≤ n} =

{0, 1, 4, 9, 6, 5, 6, 9, 4, 1, 0} which has 6 unique values. The multiplicative definition is

q(pe) =


⌊
pe

6

⌋
+ 2 , p = 2⌊

pe+1

2p+ 2

⌋
+ 1 , p > 2

which can once again be used in conjunction with ES Theorem 1 to determine a form for(
n
m

)
q

if εpi = 1 for εpi = 1 for all 0 ≤ i ≤ k and εpi = 0 for i > k:
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(
n

m

)
q

=
∏
p

(∏
i≥0

(
q(pi+1)

q(pi)

)εpi)

=
∏
i≥0

(⌊2i+1

6

⌋
+ 2⌊

2i

6

⌋
+ 2

)εpi ∏
p>2

(∏
i≥0

(⌊ pi+2

2p+2

⌋
+ 1⌊

pi+1

2p+2

⌋
+ 1

)εpi)

=

(⌊21

6

⌋
+ 2⌊

20

6

⌋
+ 2
·

⌊
22

6

⌋
+ 2⌊

21

6

⌋
+ 2
· ... ·

⌊
2k+1

6

⌋
+ 2⌊

2k

6

⌋
+ 2

)∏
p>2

(⌊ p2

2p+2

⌋
+ 1⌊

p1

2p+2

⌋
+ 1
·

⌊
p3

2p+2

⌋
+ 1⌊

p2

2p+2

⌋
+ 1
· ... ·

⌊
pk+2

2p+2

⌋
+ 1⌊

pk+1

2p+2

⌋
+ 1

)

=

(⌊2k+1

6

⌋
+ 2

2

)∏
p>2

(⌊ pk+2

2p+2

⌋
+ 1⌊

p
2p+2

⌋
+ 1

)
.

Suprisingly, this value is always integral because of Corollary 8.

Figure 6: Triangular Representation of q(n).

The complicated nature of this function makes it extremely difficult to figure out gener-
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alizations of
(
n
m

)
q
. For example,

(
n
2

)
q

= q(n)q(n−1)
q(1)q(2)

= q(n)q(n−1)
2

, so determining when q(n) is

even will tell us when
(
n
2

)
q

is integral. However, figuring out when q(n) is even is already

difficult, not to mention dealing with floor functions in the multiplicative definition.

Walter D. Stangl provides a different definition of the quadratic residues in his paper

Counting Squares in Zn [9]. He defines quadratic residues to be the elements in Zn that

are relatively prime to n; so, q(n) is the number of these kinds of quadratic residues. This

function is also multiplicative and Stangl discovered the Multiplicative definition of this q(n)

to be

q(pe) =

 pn−3 , p = 2, n ≥ 3

pe−pe−1

2
, p > 2

with q(2) = q(4) = 1. This function turns out to be divisible because q(2r)|q(2r+1) =

2r−3|2r−2 and q(pr)|q(pr+1) =
pr − pr−1

2

∣∣∣∣pr+1 − pr

2
= pr−1(

p− 1

2
)

∣∣∣∣pr(p− 1

2
). Therefore, by

ES Theorem 2,
(
n
m

)
q

is integral for all n and m for Stangl’s q function.
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